Estimating Posterior Probabilities to Identify Breach Points during Cyber-attacks
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Abstract—When a security incident is reported, identifying the point-of-breach is critical to figure out what an attacker might do next. Besides, the information related to the resources and levels of privilege acquired as a result of the breach, is essential to recreate the process. Such information is also crucial to planning a defense in real-time. To this end, we need to determine the following parameters associated with the system under attack, viz., a breach probability determined from the success of past cyber-attacks, the attack matrix which is dependent on the system design that decides the types of attacks and the associated modalities that the system may be susceptible to under standard conditions, and the access matrix which is determined by the access privileges that get granted when an attack succeeds.

In this paper, we introduce the breach-point detection problem and present a model based on Bayes’ conditional probability to identify the point-of-breach on a system impacted by a cyber-attack. We evaluate the probability associated with likely points-of-breach in the rest of the system based on the knowledge of its design and estimate the posterior probabilities associated with the points so identified based on the system parameters outlined earlier. We also determine the most probable point-of-breach and its posterior probability using our model. We demonstrate the use of our model by way of a numerical example. Finally, we illustrate the generalization of this approach to an arbitrary system and outline a method to compute its system parameters, viz., the breach probability, the attack matrix and the access matrix.

Index Terms—Attack matrix, Access matrix, Breach probability, Bayes posterior probability, point-of-breach, Breach-point detection problem.

I. INTRODUCTION

In recent times, the security awareness is definitely on the rise; as a result more investments are going towards protecting the infrastructure and ensuring integrity of the data that is stored in e-infrastructure. Besides, with security solutions such as SIEMs (Security Information & Event Management), log event managers and log correlation engines, enable logging of more events across an organization effectively for monitoring and later analysis. However, due to the multiplicity of security policies and security solutions, it still remains a challenge to pin-point the point of breach, when a cyber attack penetrates through an organization’s defenses. To identify the fault and gather evidence of the breach, the security & forensic analysts must analyze very large volumes of logs across different systems and correlate the data, which is time-consuming. Typically, the detection of a breach occur post-hoc when the logs across multiple connected subsystems are correlated for analysis. However, it doesn’t often provide evidence of how one might have perpetrated. One often wonders whether it is possible to do so in real-time by predicting breach-points in a system a priori or during its operation.

A. The emergence of the Breach-point detection problem

Increasingly, a lot of intelligence is being built into security devices and monitoring systems, including log engines, log correlation devices such as SIEMs, UTMs (Unified Threat Management) or NGFWs (Next-generation firewalls). The NIST [9] outlines the principles underlining the computer log event management and event correlation to detect anomalous activities on a system. The intelligence includes network packet signatures, intrusion detection signatures, log correlation sequences, firewall pre-sets (network port configurations), and many more [2, 4, 7, 14, 15]. Liao et al. [8] discuss how the latest technologies are evolving in adapting to such attacks. In such an evolving scene, we are not far away from achieving near real-time attack detection. In fact, the challenge in cybersecurity is gradually shifting from one of detection to one of determining where and how a perpetration occurred, to pave the way for near real-time response to attacks: we call this the Breach-point detection problem. When the breach-detection is to be done in near real-time, the breach-point detection problem can be posed as a Bayesian conditional inference problem [13]. This would allow us to postulate as to how an attacker might have breached the system, evaluate different scenarios based on the system design (and possibly its configuration) and determine the most probable scenario describing the sequence of events that transpired, thereby enabling real-time defense.

B. Attack Types & Modalities

Largely, the access to an organization may be gained through one of four methods, viz., access control systems, software vulnerabilities, brute force attacks and malware exploits. The access control systems method is where the authentication and authorization stages in granting access are exploited. The software vulnerabilities method is one of most popular methods in conventional day security exploits where
In literature, there are many modalities [5, 7, 12] for each of the methods discussed here and their specific implementation may often impact their effectiveness to gain authorized or unauthorized access to the system. The natural question that arises, “Is it possible to determine the point of breach and the modality?”

In this paper, we propose a model and a method to identify the point of access breach to detect the most probable access method/modality adopted. Besides, we apply a Bayesian inference method and predict the next action of the attacker so that one can possibly intercept and quarantine the attacker. While doing so, we also record relevant evidence against the attacker, which may be used during a digital forensic investigation of the incident. We illustrate our algorithm using a probabilistic distribution across different access breach methods. While it may appear that near real-time attack detection is still in our future, we do so because, NIST and CERT announcements [9, 21, 22] indicate that the latency in detecting a breach/cyber-attack and being able to respond (or patch the system vulnerability) can be significant. In some case cases, this can be a matter of days, if not months. In fact, the Heartbleed and Shellshock are two examples where the latency in launching a response was 5-7 days.

The rest of this paper is organized as follows. In Section II, we review related work to highlight the growing importance of the breach-point detection problem. In Section III, we develop a model to detect breach-points during an attack using Bayesian conditional probability theory. In Section IV, we explore possible breaches from then on, using the attack matrix and the access matrix and illustrate the process with a numerical example. In Section V, we attempt to generalize the model to an arbitrary system and discuss the process of determining the three system parameters. In Section VI, we summarize our work and identify scope for further research in this emerging area.

II. RELATED WORK

Bagchi and Udo [1] study the growth rates of different types of computer and Internet-related crimes using a modified Gompertz model to analyze sparse data. The Gompertz model is an appropriate diffusion model because it is capable of modeling two opposite behaviors: (1) acts of attacks and imitation of attacks and (2) deterrence acts to prevent such attacks. In addition, this model can handle sparse data adequately. Their study concluded that growth patterns of computer and Internet crimes differ in growth patterns and that a relationship exists between occurrences of such security breaches and uses of certain security technologies. Liu and Cheng [6] present an overview of the cause of cybersecurity problems and analyze the challenges associated with it. They also outline what constitutes a cyber-attacker profile, discuss cyber-attack patterns, and summarize recent cyber-attack trends. Kotenko and Chechulin [11] present a framework for attack modeling and security evaluation in Security Information and Event Management (SIEM) systems based on modeling of a malefactor's behavior, generating a common attack graph, calculating different security metrics and risk analysis procedures. Key elements of their suggested are using a comprehensive security repository, effective security metrics and risk analysis procedures. Key elements of their suggested are using a comprehensive security repository, effective security metrics and risk analysis procedures. Key elements of their suggested are using a comprehensive security repository, effective security metrics and risk analysis procedures.

There has been a fair amount of reported literature in the art of detecting network intrusions. Largely such works have focused on activity based abnormality detection in the network traffic. Garcia-Teodoro et al. [7] provide a review of the most well known anomaly-based intrusion detection techniques and study the available platforms, systems under development and research projects in the area. They also outline the main challenges in wide-scale deployment of anomaly-based intrusion detectors. Marpaung et al. [14] discuss some of the techniques adopted by intrusion and malware attackers in adaptive packet signatures and malware embedding techniques on network packets. Liao et al [8] note that current intrusion detection systems (IDS) pose challenges on not only capricious intrusion categories, but also huge computational power. They provide a taxonomy to modern IDS designs and the methods adopted for detection. Myers et al. [15] present a distributed event correlation system, which performs security event detection, with experimental evaluation, taking into account network bandwidth utilization, detection capability and query efficiency, in comparison with a centralized alternative. They
conclude that distributed processing environment can provide up to 99% reduction of network syslog traffic allowing for near real-time detection. Kim et al. [10] present an abnormal network traffic detecting method by aggregating packets that belong to the identical flow and a detection algorithm using changes in traffic patterns that appear during attacks. Their algorithm is resistant to mutant attacks which use alternate port numbers or payloads.

Carl et al. [5] present a survey of detection techniques and testing results providing insight into the ability to successfully identify Denial-of-Service flooding attacks. Their survey observes that while each detector has shown promise, none completely solve the detection problem. In such a scenario, combining various approaches was most likely to produce the best results. Zimmer et al. [20] present three mechanisms for time-based intrusion detection, and more specifically, they detect the execution of unauthorized instructions in real-time CPS environments utilizing information obtained by static timing analysis.

Notwithstanding multiple security policies and security solutions that are in place, it remains a challenge to pinpoint the point of breach when a cyber attack penetrates an organization’s defenses. However, we can pose this problem as a Bayesian conditional inference problem, if we assume the ability to detect a breach immediately. To the best of the authors’ knowledge, there is no work that has been directed at detecting points-of-breach in cyber-attacks, particularly using a Bayesian inference approach. Our work attempts to provide some insight in developing such an approach as it naturally leads to building better defenses dynamically.

### III. Modeling an Access Breach Using Conditional Probability

Consider some system S as the subject of our study which contains an access control system. The access control system can be breached using all the four methods outlined in Section I and each method contains an arbitrary number of implementations, each of which have a known probability of a breach attempt succeeding. We further assume that a breach can be detected immediately; as soon as a breach occurs, it sets off an alarm in the access control system (although how it gets set each time is the subject of breach detection techniques that is beyond the scope of this work). When an attacker breaches the security, the attacker will find oneself at a known location within the organization’s network infrastructure. For instance, if the attacker targets the web server, the breach will lead the attacker to access to the public contents of the WWW server. If on the other hand, an attacker gains access using an SQL injection or code injection, the attacker may find oneself in the Database server with access to the public folders within that system. Once an attacker breaches the security, the one may choose to do one of three things: (i) the attacker may choose to remain there; or (ii) proceed to attack further levels of access control to penetrate deeper (access neighbouring systems each having similar access control implementations); or (iii) access files for copying/deleting at the current level.

#### A. The Attack Matrix

We represent the access control system as a rectangular matrix (called the access matrix) of four rows, one for each method of breach, and each column representing the specific implementation that is used. To re-iterate our position, attack types correspond to one of the four classes (Ref. Section I B) of cyber-attacks a system may be subjected to while the attack modalities correspond to the specification of how a particular attack is carried out against the system. As an example, if a cyber-attack is conducted using the Heartbleed bug (CVE-2014-0160), it is based on attack type 2 (software vulnerability) that uses the attack modality involving memory overflow to dump system’s memory contents on the network.

The values themselves will contain the probabilities of a breach attempt succeeding and this is normalized across all methods and implementations to the one-sided interval [0, 1.0]. The attack mode or vector which causes the breach is also represented as a rectangular matrix whose only value will correspond to the probability of that attack succeeding. For a given column and row entry, if the attack vector value is greater than or equal to the value in the corresponding access control system, the attack is deemed to have succeeded. As we can discern from this discussion, the attack matrix is a system parameter and is fixed for a particular configuration of the system S, based on the nature of defences set in place against cyber-attacks.

Where an attacker may conduct two or more simultaneous modes of attack, each attack vector is independently represented as a rectangular matrix and compared against the corresponding entry on the access control matrix. If two or more attacks simultaneously succeed, the attacker is granted access to the system with the lower index on the access matrix. The attack matrix is shown in Table I where the rows correspond to one of four attack methods outlined in Section I and the columns correspond to the attack modalities for each attack method that is chosen to breach the system S.

<table>
<thead>
<tr>
<th>ATTACK METHOD</th>
<th>ATTACK MODALITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>( p_{11} )</td>
</tr>
<tr>
<td>2</td>
<td>( p_{21} )</td>
</tr>
<tr>
<td>3</td>
<td>( p_{31} )</td>
</tr>
<tr>
<td>4</td>
<td>( p_{41} )</td>
</tr>
</tbody>
</table>

Each entry in a particular row and column indicates the probability of the system S giving in to an attack conducted using the method from the corresponding row and the attack modality from the corresponding column, \( p_{ij} \) indicates the probability with which an attack on the access control system using some modality as described by column 3 would penetrate the system’s defence. One possible method to determine the probabilities is the use of penetration testing, which is common in the certification process.
Each entry is a probability value in the one-sided closed interval [0.0, 1.0]. A probability entry having a value zero indicates that that particular attack modality is not supported under the attack method indicated by the respective row entry. No individual attack modality, irrespective of the attack method chosen has a success probability of 1.0, and hence the open interval. This explanation for the probability entries is further substantiated in the numerical example discussed in Section V. The following relationships hold true for the entries listed in Table I.

\[
\begin{align*}
  p_{11} + p_{12} + p_{13} + \ldots + p_{1n} &= p_1 \\
  p_{21} + p_{22} + p_{23} + \ldots + p_{2n} &= p_2 \\
  p_{31} + p_{32} + p_{33} + \ldots + p_{3n} &= p_3 \\
  p_{41} + p_{42} + p_{43} + \ldots + p_{4n} &= p_4 \\
  p_1 + p_2 + p_3 + p_4 &= p \leq 1.0
\end{align*}
\]  

(1)  

(2)  

Although individual entries in the matrix can have a zero, each individual attack method has a non-zero probability in practice, i.e., none of method probabilities \( p_1, p_2, p_3 \) or \( p_4 \) have a value zero. As a consequence, the relationships described in eqn. (3) hold good.

\[
\begin{align*}
  p_1 &< 1.0 \\
  p_2 &< 1.0 \\
  p_3 &< 1.0 \\
  p_4 &< 1.0
\end{align*}
\]  

(3)  

Once an attack succeeds and the alarm is raised, we have two tasks, one to determine how the attacker gained entry and another to predict based on this entry condition, where the attacker may be headed. For the first case, we compute the Bayesian conditional probability using the attack breach probabilities as reference values and rank the breach points in descending order of success probabilities.

### B. Estimating Posterior Probabilities

In Bayesian conditional probability, we treat the parameter \( \theta \) as a random variable, with a given probability density function \( h(\theta) \) for \( \theta \in \Theta \). The corresponding distribution is called the prior distribution of \( \theta \) and is intended to reflect our knowledge (if any) of the parameter, before we gather data. After observing \( x \in S \), we use the Bayes’ theorem, to compute the conditional probability density function of \( \theta \) given \( X = x \). Recall that the joint probability density function of \((X, \theta)\) is the mapping on \( S \times \Theta \) given by

\[
(x, \theta) \mapsto f(x | \theta)
\]

Next recall that the (marginal) probability density function \( f(x) \) of \( X \) is given by

\[
f(x) = \int_{\theta \in \Theta} h(\theta) f(x | \theta) \, d\theta, \; x \in S
\]  

(5)  

…if the parameter has a continuous distribution. Finally, the conditional probability density function of \( \theta \) given \( X = x \) is

\[
h(\theta | x) = \frac{h(\theta) f(x | \theta)}{f(x)}; \; \theta \in \Theta, \; x \in S
\]  

(6)  

The conditional distribution of \( \theta \) given \( X = x \) is called the posterior distribution, and is an updated distribution, given the information in the data. Note that \( f(x) \) is simply the normalizing constant for the function \( \theta \mapsto h(\theta) f(x | \theta) \). It may not be necessary to explicitly compute \( f(x) \), if one can recognize the functional form of \( \theta \mapsto h(\theta) f(x | \theta) \) as that of a known distribution [3].

Finally, if \( \theta \) is a real parameter, the conditional expected value \( E(\theta | X) \) is the Bayes’ estimator of \( \theta \). Recall that \( E(\theta | X) \) is a function of \( X \) and, among all functions of \( X \), is closest to \( \theta \) in the mean square sense. Of course, once we collect the data and observe \( X = x \), the estimate of \( \theta \) is \( E(\theta | X = x) \).

### C. Setting up Attack Priors

Let \( \theta \) be the parameter representing the method used in gaining unauthorized access to the system \( S \). By definition, \( \theta \in \Theta \), where \( \Theta \) corresponds to the four methods of gaining unauthorized access on to system \( S \). We treat \( \theta \) as a random variable over \( \Theta \) and it is distributed according to probability density function \( h(\theta) \).

Let \( \delta \) be the parameter representing the mode of attack that is used to gain the unauthorized access. Let \( \delta \in \Delta \) where \( \Delta \) corresponds to the set of all modalities available to an attacker to exploit system \( S \). We treat \( \delta \) as another random variable over \( \Delta \) and it is distributed according to probability density function \( k(\delta) \).

Now, \( h(\theta) \) and \( k(\delta) \) represent the priors for the random variables \( \theta \) and \( \delta \) respectively. When an attack succeeds and the event is observed, the modality of the attack is what is perceived at the event-level [13]. Based on this observation, the modality is mapped to corresponding value(s) in parameter \( \theta \). Since \( h(\theta) \) is the method prior on \( \theta \) across the entire distribution for the parameter \( \delta \in \Delta \), we can express,

\[
h(\theta) = \sum_{\delta \in \Delta} k(\delta) f(\theta | \delta), \; \theta \in \Theta
\]  

(7)  

…where \( f(\theta | \delta) \) is the conditional probability function for variable \( \theta \) given \( \delta \) was observed. Note that in order to compute the joint probability on an observer event \( x \) using attack modality \( \delta \) is given by the expression,

\[
(x, \delta) \mapsto f(x | \delta)
\]

This can be interpreted as the joint probability of event where the system \( S \) was breached in a cyber-attack and it occurred using the attack modality \( \delta \). Notwithstanding the dependence of \( \theta \) on \( \delta \), the joint probability \( p(\theta, \delta) \) spread over \( h(\theta) \) and \( k(\delta) \) provides us with the probability of system being breached under an attack, irrespective of the nature of the attack itself.
Therefore in order to discern the specifics of the attack, we need additional information to distinguish the breached system from one type of attack to another. This necessitates that we classify the system operation into different states of operation and identify the state the system is in, when it is breached so that this information can be used to isolate the attack modality from the attack method used by an attacker to breach the system defences. This is discussed further in the sequel.

IV. TRACKING SYSTEM STATES & BREACH DETECTION

The nature of breach and the level of access that is granted, especially when under attack, guide the states of operation of a system, to an attacker by virtue of the successful attack. When a system is attacked, it internally affects the state of system operation and that needs to be tracked. Naturally, some methods provide certain type of system access (e.g., administrative access on server) while others are precluded. We designate states of operation for the system – a system shall have a minimum of two states, i.e., one in standard operation and the other denotes the system that has been breached. It is important to know that under our definition, it is not necessary that a system that has been breached is exploited once the attack has succeeded, although that is not an essential pre-condition for the tracking to work accurately. No matter how insignificant, an attack intrinsically changes the system in operation, and that is reflected by the change in the system’s state. Any additional states included in the system’s operation correspond to alternate methods of breaching the system’s defenses.

A. System States & Cyber-attacks

To ascertain the current state of the system, one must carefully analyze the changes that can be effected on a system during a cyber-attack. In order to ascertain the current state, one should be able to describe the different ways (corresponding to changes to system operating states) in which an attack can affect a system.

Broadly, there are three types of attack impacts to a system. One of the most popular goals of a cyber-attack is to gain unauthorized access to the system or any of its resources. Contemporary attacks that execute binaries (or malicious code) without the knowledge of the owner of a system that write or transmit data to or from the system belong to this type. Another popular type of attack is employed to gain elevated access privileges. Contemporary attacks that result in a regular system user gaining administrative privileges belong to this type. A third type of attack is used to completely isolate the system and flood its resources so it becomes inoperable. Contemporary DDoS type attacks and those that render the system resources unresponsive to administrative commands are classified under this type. We illustrate the application of our method with a numerical example in the sequel.

B. Estimating the Posterior Probabilities to identify the Breach point: Numerical example

Consider the following system S that consists of three major subsystems, i.e., a web server, a file and a database. The system S can be breached using two methods and three modalities, of which modality one does not apply to method two. The attack matrix for the system S is shown in Table II.

Let S have an overall breach probability of 0.12. This indicates that out of any given 100 attempts to breach the system, 12 attempts are likely to succeed. For the system S, based on the values entry in row 1 and column 1, there is a 10% chance that a cyber-attack using attack method 1 and attack modality 1 may result in a breach.

Similarly, based on the values in row 3 and column 3, there is 5% chance that a cyber-attack using attack method 2 and attack modality 3 may result in a breach. The values shown in Table II reflect the general upkeep of the system with regard to its system design that results in one or more vulnerabilities during its implementation. It is these vulnerabilities that can be exploited during an attempted perpetration. However, it is generally expected that in a matured cyber environment, the system design and its implementation are clearly documented which in turn identify the vulnerabilities a system may be susceptible to [4, 6, 9, 16]. The NIST [6] outlines some of the requirements with regard to event logging, management and event correlation that may be implemented on federal and mission-critical systems.

In order to maintain the values low, it is expected that such systems be regularly updated including the installation of security patches for the system as well as the applications that are installed. Additionally, it may require that one or more security devices such as those mentioned in Section I are deployed in order to protect the access to the system S and is periodically monitored using one or more logging engines and correlation tools [16, 18].

In accordance to the attack matrix, the access granted when a breach is successful is tabulated in the access matrix shown in Table III where Web, File and Database correspond to the different subsystems where an attacker may gain access when an attack is successful and the entry root or user corresponds to the level of access the attacker is likely to receive on the breached system. The entry “root” corresponds to

<table>
<thead>
<tr>
<th>ATTACK METHOD</th>
<th>ATTACK MODALITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ATTACK METHOD</th>
<th>ATTACK MODALITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web</td>
<td>File</td>
</tr>
<tr>
<td>1</td>
<td>root user</td>
</tr>
<tr>
<td>2</td>
<td>- root user</td>
</tr>
</tbody>
</table>

TABLE II. ATTACK MATRIX FOR SYSTEM S

This is discussed further in the sequel.
administrative privileges on the subsystem while the entry “user” corresponds to normal user privileges on the subsystem.

Based on the constraints outlined from Tables II and III, one may deduce that an attacker who has breached the system and has gained administrative privileges to the Web server had used attack method 1 and modality 1. Any countermeasures that need to be deployed can be in concurrence with the system policy to limit exposure to web data or other system based on this information. This can be modeled using Bayesian inference in the following manner,

$$\Pr(S \text{ breached}) = 0.12$$

$$\Pr(\text{attack method } \theta \& \text{ modality } \delta \text{ used in attack attempt} = p_{\theta, \delta} \text{ (as indicated in Table II)}$$

$$\Pr(\text{attack method } \theta \& \text{ modality } \delta \text{ succeeded } | S \text{ breached}) = \frac{\Pr(\{\text{attack used } \theta, \delta \} \cap S \text{ breached})}{\Pr(S \text{ breached})}$$

...where \( \Pr(e) \) denotes probability of event \( e \) in some known sample space \( U \). The probability value computed corresponds to the posterior probability for an attack conducted on system \( S \). The Bayesian posterior probability for the given scenario corresponds to the joint probability of using the attack pair \( \{\theta, \delta\} \), S breached and the attacker landing on the Web subsystem with administrative privileges under the condition that S breached and Web root access are observed. The argand plane for this particular state space is examined for determining the exact values for the pair \( \{\theta, \delta\} \), and is given by the expression,

$$\arg \max \{\Pr(\text{method } = \theta \& \text{ modality } = \delta \mid S \text{ breached } \& \text{ root on Web})\} \quad \theta, \delta$$

...where \( \theta \in \{1, 2\} \) and \( \delta \in \{1, 2, 3\} \). The probability value computed attains its maximum value for \( \{\theta = 1, \delta = 1\} \). We generalize this approach in the sequel.

V. GENERALIZING THE BAYESIAN INERENCE MODEL & DETERMINING SYSTEM PARAMETERS

In this section, we develop a framework to generalize the model described to any standard system \( S \). To do this, given any system \( S \), we must be able to identify the system parameters, such as the breach probability, the attack matrix and the corresponding access matrix. Once these parameters are known, suitable measures should be set in place to detect a breach and the attacker’s relative position within \( S \). Based on this information, we can then compute the conditional probability of the joint occurrence which can be used in turn to determine the posterior probability. We address the identification of the three system parameters in turn.

A. Determining the Breach probability

Typically, the system breach probability is informed from statistical system history based on past attacks on the system across an equal spread of attack types and their respective modalities. There are two main reasons why this is a very objective measure of the system’s security. Firstly, it purely focusses on the fraction of attacks that succeeded irrespective of the incremental security countermeasures in place and assesses the risk for the system as whole rather than adopting a differential protection mechanism for the different subsystems. Secondly, if additional countermeasures were in play, then over time, the overall breach probability will saturate to a level that normalizes incremental deployment of these countermeasures which incorporates it into the formula to compute this breach probability.

Based on the system history, we identify the number of attack attempts on the system in a given period of time and the number of attempts that were successful in the same period. The ratio of the number of successful attacks to the total number of attempts within that same period provides us with a gross estimate of the system breach probability. The gross is used here to indicate that by no means is this value meant to be static and must regularly be updated using the running average of the average success rate based on the system history – but it does provide us with a starting point! We compute the running average of the breach probability at the \( (n+1) \)th stage of a system using eqn. (8) shown below.

$$b_{n+1} = \frac{n b_n + r_{n+1}}{n + 1} \quad \ldots (8)$$

... where \( b_n \) is the breach probability after \( n \) iterations, \( r_{n+1} \) is the breach probability computed individually at the \( (n+1) \)th iteration.

B. Determining the Attack matrix

For a given configuration of a system \( S \), the CVE database maintained by the MITRE Corporation (http://www.mitre.org) can provide one with a list of system vulnerabilities classified into one of four attack types as outlined in Section I of this paper. An exhaustive vulnerability assessment (as is carried out by vulnerability assessment specialists using a variety of tools like Nmap, Metasploit, Nessus, and so on) across all the types and different modalities to which the system is vulnerable is used to develop the attack matrix. In order to determine the specific values, the system is subjected to series of penetration tests covering the spread of attack types and modalities and the ratio of the number of successful attempts to breach the system using a particular combination of attack type and modality with respect to the total number of attempts made against the system provides us with the respective entries in the attack matrix.

Considering that the system is subject to continuous flux in the event of an attack, the system behavior is divided into epochs – each epoch targeted at a specific subsystem during which it is engaged in activity interacting with the other subsystems or outside world (i.e., the Internet). After each epoch, the elements corresponding to that subsystem are reassessed and the probabilities are re-computed for the corresponding elements in the matrix. The benefits of this approach are evident; it simplifies the number of computations necessary to maintain the currency of the matrix while evaluating an attack. Sheyner and Wing’s work on attack graph generation techniques [19] to determine how vulnerable their systems are and to determine what security measures to deploy to defend their systems is also a useful approach; however, it is
meant to identify the security countermeasures and apply it under steady-state, rather than when reacting to an attack.

C. Determining the Access Matrix

The task of determining the access matrix is closely coupled with the task of completing the attack matrix. For each vulnerability test conducted when exhaustively listing the attack matrix, we identify the nature of access granted to an attacker when the system is successfully breached. The highest form of privileges granted to the attacker across all types of system penetration attempted for each attack type and modality combination is listed in the access matrix.

VI. CONCLUSIONS & FUTURE WORK

In this paper, we introduced the breach-point detection problem and developed a Bayesian approach to determine the attack method and modality of a “cyber-attack”. We evaluated the probability associated with likely points of entry into some given system S based on system parameters that include the breach probability, attack matrix and the access matrix. We estimated the posterior probabilities associated with potentially exploited vulnerabilities in the system being analyzed using Bayes’ approach to identify evidence relevant to the investigation. This was demonstrated using a worked example on a system which was breached to determine the most likely method and attack modality used by an attacker to breach the system defenses. We also provided a discussion on generalizing this approach to an arbitrary system and the method to compute its various system parameters, viz., the breach probability, the attack matrix and the access matrix. The approach is intended for isolating compromised resource and identifying the most suitable course of action to the taken depending on how the attacker may have breached the system’s defenses.

Detecting attacks immediately after they have succeeded has remained a challenge for several years now. The cyber-attackers employ a diverse range of tactics that allow them to operate as covertly as possible often leaving false trails. Our method assumes the ability to detect such breaches immediately on occurrence and being able to precisely pinpoint the sub-system and the level of access gained by virtue of such a breach. However, adopting some heuristics that can monitor of active users on each individual subsystem and the nature of commands executed can provide some indications of where an attacker might have gained access, if at all. It must be said when Rootkits and Trojans are inserted, this becomes a harder problem still. Our efforts are focused on making headway into these challenges. It also remains to be seen how this approach fares against a subjective scenario, which may often involve insiders or when zombie computers are used. The authors are currently investigating this problem.
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